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Methodology

(a) Training: Separate the diffusion steps into two distinct ranges regarding 

the data type. Clean samples are guided by an empty condition. Ground-truth 

𝑠!  refers to both x-prediction and epsilon-prediction, two fundamental 

objective of diffusion models.

(b) Inference (two stages):

• Stage 1: generate rough motion guided by the conditional input.

• Stage 2: refine these rough motions to high-quality ones while the 

conditional input is masked.

• Controllable generation of 3D human motions becomes an 

important topic as the world embraces digital transformation.

• Existing methods heavily rely on costly, annotated high-quality 

motion data. 

• We propose MotionMix, a simple yet effective weakly-supervised 

approach for diffusion model to utilize both noisy and unannotated 

motion sequences.

Evaluation Results
Text-to-Motion

Music-to-Dance

Action-to-Motion

Motion generation tasks and benchmarks:

• Text-to-Motion (T2M): HumanML3D and KIT-ML datasets

• Action-to-Motion (A2M): HumanAct12 and UESTC datasets

• Music-to-Dance (M2D): AIST++ dataset

MotionMix was applied to sota diffusion model of different designs:

• MDM for T2M, A2M: x0-parameterization, classifier-free guidance.

• MotionDiffuse for T2M : epsilon-parameterization.

• EDGE for M2D : x0-parameterization with classifier-free guidance.

Ablation Studies

Ablation on
Noisy Range

à MotionMix is robust 
on different levels of 

corrupted motions

Ablation on
Noisy Ratio

à More clean data ≠ better, 
more annotated data (even 

noisy) = better

Ablation on
Denoising Pivot

à More clean data 
does not lead to better 

performance while 
more annotated data

Overview

Setup

Qualitative samples from HumanML3D test set. Please view videos on our webpage.


